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onfigurationand state off network

NEEdRE SUPPOort oM NELWOKK: t0/ OLSERVE and CONLrol

2. ImplEMEntation tools

Conitrol T heor\/ 101: to coritrol 2 systern, we rieed

ICMP, SNMP, BGP is a first step
Controllability provides ability to choose paths and traiii

e Current Internet provides

Some observability and very little controliaBilit
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Measurements are the key to estimating state — vw= sirmoly cannot pradict stete
- we will not know tne distrioutions pracisaly
- we will rigt have a complete differerntial equations for tre Irterrnet

Challenges and needs:

Approachs toroptimally’ andfnen-intrisiVelyAnsHument the e

need! right information; with minimu

- traditional measurement systems mostlyApreViderconiigurationidaiie

- ICMP has limitations'in: presence of firewallspinardisaibleICM P atercontiol)
misleading traceroute responses

Systematic analysis and justification: cost minimization aREicaRBRICILAGRIRIGIMALION must be
explicit
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Aoility to Fomrrl LEISYSLEIINGr Q0S:
X PIEORENGEREEERNEPdelay minimization: realize multiple paths
TWe ty9es of corlife)]
s Sounce control: TCP auto-tuning, parallel TICP stieams, rate control
sl REmmote controls routingl paths, remote flow: rates and: priorities
Very little remote control is currently supported in Internet
e doretrknew tnerdiffierential equationi ol Intermnet = cannot CAECK LiE iacket closure
= Several Usefitl tasks PE PEriormed Withrseurcerlevel contiol, parallel ErR INetlets, weni00;

Challenges and needs:

Approach to: compute optimal patns andMiews, anaimplieEment Ve tiE MEWNVONK
- Biggest challengeis the remote realization ol CompUtes roULEsiant iews
- Collaboerate with router companies to SUPPoKt CoNuGINNSHUMERAUON

- Collaborate with: ISP for support of control

\.

Internet Diffiserv/IntServer MPLES Neiive Networl

Very little moderate guite strend

A 4



Approved for Public Release, Distribution U

Overlzay Daernons;
Implemented on top oi@insice @S zpc FCP /IR izl

\/r—-r:l A\~ T 1L . -~
Vieastrement Pathrand trahfic

0 LALENESUINEUON k

Use configuration and state offetwerik I

to provide the best performance reRIENVork



=S ENnd-to-end delays over Internet using tWwe-paths
e \Was able;minimize using explicit multiple paths
o Shewed the analytical justification
o [Have first implementation on Internet — lintx/unix
o Applications: distrbuted andlgrid: computing

— Adhoec dynamic wireless network—Noe nfastructire necded
o Automatically setuprthernetworkewith IEEE 80211 cards
o [racks connectivity’ CHan@ES USESIOLIENOHES aS TOULENS
o Developed connectivity-threughEtime analysis
o \Working implementation — MSIWiRAeWsHIRUX PRINt=0I=aCEESS
o Applications: remote robot teamrexplerations
formation of networksHieFEMERGENCIES
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Netlets: Internet

ORNL U. Oklahoma
liarget: ; End-to-end delay minimization: =
Selution: two-paths: ORNL-OU, ORNL-GPU_OU DFDDD
INEtletss eptimize~ end-teo-end
delayrusing multiplerpathis J
’
OBservabIlity:
onser/ability ontrolzoility Simple delay meastrementsiand regressions
Delay Reuting via dlie SUficIeEnt
measlirements otherNetets P(:el\ﬁgurements MUSE e actual delays not
ESPONSES
Cojpjero)lz]o)]]jny:
REGIESSION QUIckest path Multiplerpatiisiane computed and used via
estimation computation OtNERESEMONS
Can be'muchrbetter with router support




Perforrmance Gus ‘

measurements of sufficient (finite) size

PEOHNance guarantees:

P{[T(@,R)—T(B;",R)] > g} <5
IFrespective off therjoint delay distrbutions

Informally, end-to-end delay eircomputed pattiswWitain
specified tolerance of optimaliwith arSpECIIEE Propalility

Analysis helped implementation:
1. Appropriate measurements and thelrepumizatien

2. Performance savings are real



Existing Capability: Adi@eiNEiVer<s

ISESIONIVABIZMMNGEREENES of Turbowave, Inc
(Spornsor)

NOLRINEREISENSHIEEdEd — NG aCCESS POINtS — NO
Infreisiricitle

EaNIEXCHENGE MEssade bEtWeen any: tWo
COMPUILESS USING) OLHERS as HoUtersi—node can
WENEPLOPS, dESKLOPS FUNRING WIRSS5/98/ME,

NN/ 2000, tRix/Iinux

CanfadapittoNapLop MoVEMERLS
= Ganlthack cCONNECIVItY Changes

= ImplEmentsiconnectivitysthrougnstime

[Daemoens automatically set=up c're WO
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) QoS Capability: sendmessaues

observability: controllability.

HENO/IEITERE ROULING

PUKERNY

UIDPIIESSAUES

MUioeP; ROULE

CONMECHVIY:

-

Computation

-
-
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—)
nder dynamic connectivity

Mobile robots in placéser laptops
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